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Introduction

Ensemble learning methods: a collection of individual
classifiers.
Construction: Base learning algorithm over different training
sets.
Techniques for constructing ensembles:

Bagging (bootstrap aggregation)
Boosting (Adaboost family)
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Bagging

Given a training set S of m examples, a new training set S � is
constructed by drawing m examples uniformly (with
replacement) from S .
Bagging generates diverse classifiers only if the base learning
algorithm is unstable— that is, if small changes to the training
set cause large changes in the learned classifier.
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Boosting family

Adaboost algorithm: maintains a set of weights over the
original training set S and adjusts these weights after each
classifier is learned by the base learning algorithm:

increase the weight of examples that are misclassified.
decrease the weight of examples that are correctly classified.

Methods to construct a new training set S’:
boosting by sampling, examples are drawn with replacement
from S with probability proportional to their weights.
boosting by weighting, the entire training set S (with
associated weights) is given to the base learning algorithm, if it
can accept a weighted training set directly.

Adaboost requires less instability, because it can make much
larger changes in the training set (large weights on few
examples).
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Randomization

Proposition of an alternative method for constructing good
ensembles that does not rely on instability.
Idea: randomize the internal decisions of the learning
algorithm.
Modified version of the C4.5 (Release 1) learning algorithm in
which the decision about which split to introduce at each
internal node of the tree is randomized.
Implementation: computes the 20 best splits (among those
with non-negative information gain ratio) and then chooses
uniformly randomly among them.
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Methods

Methods:
C4.5 Release 1 (alone),
C4.5 with bagging,
C4.5 with Adaboost.M1 (boosting by weighting), and
Randomized C4.5.

Datasets:
33 domains drawn from the UCI Repository
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Validation: train/test (3), stratified 10-fold cross-validation.
Size ensembles:

Randomization and bagging: 200 classifiers
Boosting: at most 100 classifiers

Iterations with convergence (reached the same accuracy as an
ensemble of size 200) for most domains :

Randomization and bagging: 50 iterations
Boosting: 40 iterations
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Pruning
Pruned and unpruned decision trees
Pruning confidence level 0.10
Test data to determine pruning

Pruning difference:
Boosting: no significant difference in any of the 33 domains
C4.5 and randomized C4.5: significant difference in 10 domains
Bagged C4.5: significant differences in only 4 domains

Does the lack of differences is due to low pruning confidence
level?
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Statistical tests to compare algorithm configurations:
in the 30 domains:

10-fold cross-validated t test to construct a 95% confidence
interval for the difference in the error rates of the algorithms
if the interval includes zero, there is not a difference in
performance between the algorithms

in the 3 domains:
a single test that constructs a confidence interval based on the
normal approximation to the binomial distribution
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Error rate ± 95% confidence limit.
Error rate estimated by 10-fold cross validation (except 8, 14, 21)
P * –> pruned trees
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Experimental Results

Results of statistical tests:
All three ensemble methods do well against C4.5 alone:
Randomized C4.5 is better in 14 domains, Bagged C4.5 is
better in 11, and Adaboosted C4.5 is better in 17.
C4.5 is never able to do better than any of the ensemble
methods.

Ana I. González Acuña Comparison of Bagging, Boosting, and Randomization



Introduction
Methods

Experimental Results
Conclusions

Error rates
Statistical tests
Classification noise
Diversity error diagrams

Experimental Results

“Kohavi” plots:

Each point plots the difference in the performance that is scaled by the
error rate of C4.5 alone.
Error bars give a 95% confidence interval according to the cross-validated
t test.
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Classification noise

How well these ensemble methods perform in situations where
there is a large amount of classification noise (i.e., training and
test examples with incorrect class labels)?
Some previous experiments demonstrate the poor performance
of Adaboosted C4.5 and Randomized against classification
noise, but are applied over small ensembles.
Larger ensembles can be able to overcome the effects of noise?
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Classification noise

Effect of classification noise:
Add random class noise to 9 domains (present statistically
significantly different performance)
To add classification noise at a given rate r :
Choose a fraction r of the data points (randomly, without
replacement) and change their class labels to be incorrect (the
label for each example was chosen uniformly randomly from
the incorrect labels).
The data were split into 10 subsets for the stratified 10-fold
cross-validation (the stratification was performed using the
new labels).
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Classification noise

Confirmation of previous works:
Adding noise to these problems, Randomized C4.5 and
Adaboosted C4.5 lose some of their advantage over C4.5 while
Bagged C4.5 gains advantage over C4.5.
Conclusion:
The best method in applications with large amounts of
classification noise is Bagged C4.5, with Randomized C4.5
behaving almost as well.
In contrast, Adaboost is not a good choice in such
applications.
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κ-error diagrams

Scatter plot in which each point corresponds to a pair of
classifiers. Its x coordinate is the diversity value (κ) and its y
coordinate is the mean accuracy of the classifiers.
The κ statistic is defined as follows:

κ =
Θ1 −Θ2

1 −Θ2

κ = 0 when the agreement of the two classifiers equals that
expected by chance.
κ = 1 when the two classifiers agree on every example.
κ < 0 when there is systematic disagreement between the
classifiers.
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κ-error diagrams

Θ1 is an estimate of the probability that the two classifiers agree.
Θ2 is an estimate of the probability that the two classifiers agree by
chance.
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where m is the total number of test examples, L classes, and C be
an L × L square array such that Cij contains the number of test
examples assigned to class i by the first classifier and into class j by
the second classifier.
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κ-error diagrams

κ-error diagrams for the sick data set using Bagged C4.5 (a),
Randomized C4.5 (b), and Adaboosted C4.5 (c). Accuracy and
diversity increase as the points come near the origin.

Ana I. González Acuña Comparison of Bagging, Boosting, and Randomization



Introduction
Methods

Experimental Results
Conclusions

Error rates
Statistical tests
Classification noise
Diversity error diagrams

κ-error diagrams

κ-error diagrams for the sick data set with 20% random
classification noise using Bagged C4.5 (a), Randomized C4.5 (b),
and Adaboosted C4.5 (c).
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Adaboost behaviour

Hypothesis: Adaboost is placing more weight on the noisy
examples
Test: Mean weight per training example for the 560 corrupted
training examples and the remaining 2,240 uncorrupted
training examples in the sick data set.
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Conclusions

Proposition of a new method for constructing ensemble
classifiers using C4.5
Without classification noise:

Boosting gives the best results in most cases
Randomizing and Bagging give quite similar results

With added classification noise:
Bagging is the best method.
Randomized C4.5 is not as good as Bagging.
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