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INTRODUCTION

• Classification rules for Data Mining

• Genetic Programming

• Grammar-Guided Genetic Programming (G3P)

• High computational time



Genetic ProgrammingEvolution Model



EVALUATION

• The fitness function calculates a fitness value for each 

individual

• Each individual must be tested over every pattern

• The fitness value is a quality index of the individual

fitness = hits – fails

• The performance slows as the population or the patterns 

size is increased



PARALLELIZATION

• The fitness function can be computed for each individual 

concurrently

• The test of a rule over a pattern is self-dependent



GPU MODEL

• SIMD execution

• Up to 65536 x 65536 x 512 = 2*1012 threads

• Many core architecture: 240 cores NVIDIA GTX 285

• Large high-bandwidth device memory



EVALUATION ON GPU

1. Evaluation of the patterns

A thread performs the test of one individual over one pattern.

The result is stored: result[individual][pattern] = hit | fail ;

Threads count = patterns count * population size

These millions of evaluations can be performed concurrently.

2. Reduction

A function that counts the evaluation results per individual.

These values are employed to build the confusion matrix and 

then the fitness of the individual is calculated.



CLASSIFICATION ALGORITHMS

• Falco, Della and Tarantino

• Tan, Tay, Lee and Heng

• Bojarczuk, Lopes and Freitas



EXPERIMENTS

• UCI machine learning datasets

Shuttle: 9 attributes, 58000 instances and 7 classes

Poker hand: 11 attributes, 106 instances and 10 classes

• Hardware setup

Intel i7 920 @ 2.6 GHz

2 NVIDIA GTX 285 2GB

• How do the population size and the number of instances 

influence the speed-up ?
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CONCLUSIONS

 GPUs are best for massive multithreading tasks

 Speed-up is great even for small datasets

 The execution time of high dimensional problems is lowered 

from a week to less than an hour

 The GPU model scales to multiple devices

 Next stop: a parallel and distributed evolution model
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