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The simplest case occurs when the features are statistically independent, and 
when each feature has the same variance σ2. 

 

 

Simplificando 

we obtain the equivalent linear discriminant functions 
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Simplificando más 
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If the prior probabilities P(ωi) are the same for all c classes, then the ln P(ωi) 

term becomes another unimportant additive constant that can be ignored.  

 

When this happens, the optimum decision rule can be stated very simply:  

 

to classify a feature vector x, measure the Euclidean distance ||x - µ i|| from 

each x to each of the c mean vectors, and assign x to the category of the 

nearest mean.  

 

Such a classifier is called a minimum distance classifier.  

 

lf each mean vector is thought of as being an ideal prototype or template for 

patterns in its class, then this is essentially a template-matching procedure. 
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Simplificando 

8 de 13 



21/12/2011 Grupo de Inteligencia Computacional  

Since the discriminants are 

linear, the resulting decision 

boundaries are again 

hyperplanes. 

 

The hyperplane separating Ri 

and Rj is generally not 

orthogonal to the line between 

the means. 

 

However, it does intersect that 

line at the point xo which is 

halfway between the means if 

the prior probabilities are 

equal. If the prior probabilities 

are not equal, the optimal 

boundary hyperplane is shifted 

away from the more likely 

mean (Fig. 2.12). 
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In the general multivariate normal case, the covariance matrices are different for 

each category.  

The resulting discrirninant functions are inherently quadratic. 
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The decision surfaces are hyperquadrics, and can assume any of the general 

forms:  hyperplanes, pairs of hyperplanes, hyperspheres, hyperellipsoids, 

hyperparaboloids… 
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To clarify these ideas, we explicitly calculate the decision boundary for the two 

category two-dimensional data. 
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Let wl be the set ofthe four black points, and wg the red points. For now we 

simply assume that we need merely calculate the means and covariances  
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