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Introduction

Classic Approaches for constructing Multi-Classifiers

@ Pattern perturbation: instead of the original training set,
modified versions of it are fed to the different classifiers.
Examples: bagging, arcing, boosting, ...

@ Feature perturbation: new training sets are built with different
feature sets. Examples: random subspace, cluster-based
pattern discrimination, input decimated ensemble, ...

o Classifier perturbation: same training set, but classifiers in the
ensemble have different parameters or belong to a different
class of classifiers.

@ Hybrid methods: more than one class of perturbation is used.
Examples: random forests, rotation forests, rotboost,...
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Introduction

Editing techniques

@ Initial motivation: alleviate the CPU and memory requirements
of k-NN classifiers.

@ Goal: remove noisy samples from the training set using some
metric

e Examples: WPE (Paredes & Wagner, 2000) and
Reward-punishment editing (in press)

@ Reward-punishment editing:

o global criterion: rewards patterns correctly classified by a k-NN
rule (on a set of prototypes)

o local criterion: rewards patterns that contribute to correctly
classify their neighbours

e punishes other patterns

e this technique has several parameters
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Proposed system

Reduced Reward-punishment editing (RPP)

o RPP

e only uses local criterions
e two parameters: o and et.
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Proposed system

RRP algorithm |

@ Samples x; are given two weights:

o WR(i): number of times x; has contributed to the correct
classification of another pattern

o WP(i): number of times x; has contributed to a wrong
classification of another pattern

@ These weights are normalized

@ Final weight

WE(i) = o x WR(i) + (1 — &) x (1 — WP(i))

@ et percent of patterns wight highest WF weights are retained
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Proposed system

RPP algorithm Il

RP-EDImNG{TS, CL, k e ef)

begin
WE=WFP=WPE=10
for each x; e 18
Ik classification of the paltern X;
[L, ¢] = K-NN(x;, T5, k)
A Is the patiern x; correcly classified?
if CL{i) = ¢ then
# Reward of the patterns that centributed 1o the correct classification of x;
forj=1tok
if CLULG)) = € then
WRIL()= WRIL(G))+ 1
end if
end for
else
# Punishment of the patterns that contributed to the wrong classification of x;
forj=1tok
if CLiL{j}) = ¢ then
WP(LIj)) = WP(L())+ 1
end if
end for
end if
end for

NORMALIZE( WP, WR)
N Computation of the final weight and FEditing
for each x; = 78
WFii=axWR{H 1- ap 1-WP(i))
RANKANDEDINTS, WF, e}

end
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Proposed system

RRP as a pattern-perturbation technique

@ combinations of different values of these parameters can be
used to generate different training sets.
o a€[0,0.25,0.5,0.75,1]
o et € [10%,22.5%,35%,47.5%)]
o k-NN parameter: k €[1,3,5,7,9]
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Proposed system

Ensemble methods

e Bagging-variant (RP): original Bagging (Breinman, 1996) but,
instead of random bootstrapping, sample subsets are
generated giving different values to RPP parameters

@ Rotation Forest-variant ( EditedRF): same idea
@ Input Decimated Ensemble-variant ( EditedID): same idea
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First experiment

. Second experiment
Experimental results F

Settings

e Goal: validate the choice of an editing algorithm for building
an ensemble of classifiers

o Classifiers: Ensembles with three editing techniques (Bagging,
WPE and RRP) vs stand-alone classifiers

e Adaboost.M1
o 1-Nearest neighbour

o Adaboost is a bi-class classifier, therefore selected databases
contained only 2 classes

@ Results are shown as error rates
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First experiment

. Second experiment
Experimental results F

Results

Dataset Nearest neighbor
NO Bagging WPE RP
Dataset HAdaBoost Breast cancer 45 44 a4 3.1
NO Bagging WPE RP Heart disease 36.0 216 156 187
Breast cancer 48 43 62 33 i‘[’i‘:‘“pbﬂe 1:2 ]éf :; 1;;
Heart disease 168 148 165 138 Medulla 250 250 250 250
lonosphere 10.0 a3 110 77 "
Wine 53 5.1 57 5.0
Metullo 237 s 22 L Pima Indian diabetes 330 304 287 291
Pima Indian diabetes 270 258 284 257
48 46 50 4.0
WDEC 33 3.1 43 23
i s 5 08 e Sonar 15.8 15.8 196 163
2 ] 8 Vehicle 375 313 318 315
Ave 145 137 158 129
WeTae Average 181 159 15.1 15.0

Adaboost.M1 1-NN
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First experiment

h econd experiment
Experimental results S P

Settings

@ Goal: more wide comparison

@ Ensembles (all tested with 50 classifiers): EditedRF, Editedld,
stand-alone decision tree with pruning classifier (DTP),
stand-alone SVM, ensemble using Bagging, random subspace
ensemble (RS), Rotation Forest with M=3 + PCA/ICA
(RF-PCA/RF-ICA), RF-ICA with M=number of features/2
(RF-M), IDE-PCA (ID), improved ID where classes are
partitioned in clusters (ID-ICA) and RotationBoost +
PCA/ICA (RotB-PCA/RotB-ICA)

o Additional statistical test: Wilcoxon Signed-Rank test:
EditedRF vs RF-ICA and EditedID vs ID-ICA. Null hypothesis
(no difference between accuracies of two ensembles) is
rejected.
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First experiment

. Second experiment
Experimental results P

Results

Meithod MEDULLD WINE IR IOHD BREAST HEART VEIC DlAR WDEC SONAR AVE
Eoerecor 216 28 56 a3 35 153 M6 242 24 171 121
Exrzon 216 26 42 58 37 173 6.7 247 i5 225 123
oTe 350 143 73 109 69 240 303 317 &l 288 195
M 3 38 37 43 45 173 53 235 40 165 128
Bocaanc 265 131 55 70 45 213 303 242 46 273 165
RS 266 132 62 a1 43 151 530 263 45 247 185
RF-Pea 53 59 64 58 4.1 157 238 251 28 150 133
RF-lca 216 37 45 54 37 155 52 251 24 158 127
RF-# 216 28 56 456 35 154 247 245 24 152 123
RorB-PCA 216 456 43 438 36 150 211 258 28 185 124
RorB-1CAs 216 3a 58 53 EL] 153 23 250 ER | 181 125
i} 300 75 48 129 37 240 23 302 58 350 1756
ID-FCA 33 3z 42 (1] 35 150 174 258 ig 185 122
-l 216 6 5.1 a9 7 175 173 253 is 240 128
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