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Resume

Active-learning technique for solving remote sensing image
classification problems with SVM classifiers.
Main property: robustness to biased (poor) initial training sets.
Considers the 1-D output space of the classifier to identify the
most uncertain samples whose labeling and inclusion in the
training set involve a high probability to improve the
classification results.
Histogram-thresholding algorithm is used to find out the
low-density region in the 1-D SVM output space.
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Entropy-based histogram thresholding

In Kapur’s method, an optimal threshold is determined based
on the concept of entropy.
Let ω1 and ω2 be two classes and H be the histogram of N
bins generated by considering the output scores of the SVM
classifier.
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Design of experiments

We adopted an SVM classifier with radial basis kernel
functions.
We compared it with four other methods: 1) simple random
sampling (RS); 2) MS; 3) MS-cSV; and 4) EQB.
5 Experiments:

Accuracy of the proposed technique with the other techniques
by using 1 toy data set and 2 real data sets.
Robustness of the proposed approach when biased initial
training samples are considered.
Computational load of the different methods.
Accuracy of the proposed technique varying the batch size.
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Experiment 1 - Toy data
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Experiment 2 - Real data
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Experiment 3 - Biased initial training samples

Initial training sets were defined by taking two samples for
each class (real data), respectively.
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Experiment 4 - Computational time
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Experiment 5 - Varing batch size, h

For each binary SVM, the number of selected uncertain
samples q was varied in the range 2, 3, 4, and 5.
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